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Abstract 

This research examines the feasibility of using ChatGPT as a subject in an auction experiment. The author 

will also test the idea of giving ChatGPT a “persona” to participate as a human. Without personas, the author 

finds overbidding in the FPA and slight underbidding in the SPA; the FPA results are consistent with prior 

studies, but the SPA results differ. Given the persona as an excellent economics student, ChatGPT bid close 

to the theoretical prediction in the FPA but significantly underbid in the SPA. These results raise questions 

about using LLM-based AI subjects in auctions. 
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1. Introduction 

Experimental research has been significant in economics since Vernon L. Smith established experimental laboratory 

methods for empirical economic analysis. Experiments have been widely used, especially in auction theory. It would 

be exciting if artificial intelligence (AI) experiments could tell us the same about human behavior and decision-making 

as experiments with human subjects. Using AI as a subject1 has the potential to alleviate the handling of subjects and 

financial problems faced by researchers. Motivated by this possibility, this study explores the feasibility of a chatbot 

experiment using ChatGPT in an auction experiment. 

 

Auction theory assumes that a bidder maximizes his/her payoff. The payoff is the monetary valuation, or private value, 

of the auctioned item minus the payment. Bidders bid privately and simultaneously, and the bidder with the highest 

bid wins. The payment rules for first-price auctions (FPA) and second-price auctions (SPA) differ: in FPA, the winning 

bidder pays the highest bid; in SPA, the winning bidder pays the second highest bid (the loser's highest bid). This 

study examines whether ChatGPT bids in the FPA and SPA are consistent with human bids. In addition, this research 

tries a novel idea of giving ChatGPT a “persona” and using it as a human subject.  

 

The corpus used by ChatGPT, which is based on the large language model (LLM), would include terms related to 

decision-making in auctions. 2  Using the relationship between those terms, ChatGPT could answer the specific 

amounts of bids and how bids are determined in auctions.  

 

Using ChatGPT as an experimental subject involves three critical caveats. First, it is known that ChatGPT has a bias. 3  

Second, the corpus used by ChatGPT for learning should contain many false beliefs, messages, and errors, and GPT 

 
1 Camerer (2019) discussed AI's impact on behavioral economics, stating it identifies behavioral variables influencing human 

behavior. Also, many experiments involve humans playing games against computers.  
2 Pre-trained transformer models for large corpora demonstrate their ability to solve various natural language processing tasks 

(Zhao et al., 2023). 
3 Kocoń et al. (2023) report that the bias in ChatGPT is most likely caused by the rules OpenAI imposed on human trainers.  
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may not distinguish them from true beliefs and messages.4 Third, while experimental economics provides monetary 

rewards to subjects, it is unclear whether the “rewards” given to ChatGPT motivate GPT to search for the correct 

answer (perhaps it does not). 

 

This research revealed the following results: Without persona, ChatGPT’s responses in first-price auctions (FPA) 

aligned with human subject bids, and in second-price auctions (SPA), they matched theoretical predictions. However, 

with a persona as an economics student, the responses in FPA were similar to theoretical predictions, and in SPA, 

they were closer to bids from subjects with more experience in auctions. Thus, the author must withhold judgment on 

employing ChatGPT as a subject. These results differ from Aher et al. (2023) and Holton (2023), who reported that 

they replicated the results of experimental studies of ultimatum and dictator games.  

2. Experimental Design and Procedures  

Bidders participate in a series of auctions (called sessions). Each session consists of 20 auctions (called rounds). Each 

bidder is informed of the auction outcomes for each round, after which the experiment proceeds to the next round.  For 

each round, five bidders (Bidder 1, Bidder 2, Bidder 3, Bidder 4, and Bidder 5) will place bids. Of these, ChatGPT is 

assigned the role of Bidder 1. This study used ChatGPT-3.5 (free version), released by OpenAI in November 2022. 

 

At the beginning of the round, bidders observe private values. Following Kagel & Levin (1993), this research assumes 

that private values are uniformly distributed over [$0.00, $28.30]. Throughout the experiment, this research uses 

identical realizations randomly generated a priori shown in Table 1. 5 

Table 1. Private values 

Round 1 2 3 4 5 6 7 8 9 10 

Bidder 1 22.3 20.8 11.9 5.4 1.0 15.0 25.1 2.9 21.6 3.1 

Bidder 2 27.0 17.1 11.0 17.0 7.0 8.5 23.1 26.5 22.0 23.0 

Bidder 3 16.6 14.8 0.2 17.6 5.1 3.3 13.2 1.4 9.6 3.4 

Bidder 4 18.7 19.1 16.9 17.1 7.6 27.6 26.8 0.6 25.6 22.0 

Bidder 5 19.1 26.0 0.6 27.5 10.2 15.3 12.6 4.9 22.0 5.3 

Round 11 12 13 14 15 16 17 18 19 20 

Bidder 1 25.4 12.3 11.3 15.1 25.7 22.1 5.8 2.0 27.2 10.9 

Bidder 2 13.2 13.8 10.1 5.9 2.2 2.3 3.2 8.8 12.2 4.4 

Bidder 3 7.2 5.4 6.3 18.7 9.2 16.6 16.4 5.7 20.1 12.1 

Bidder 4 17.2 18.9 1.0 17.9 19.3 6.4 18.8 8.0 20.1 19.0 

Bidder 5 11.0 23.7 13.9 15.0 23.5 0.3 3.9 25.1 0.6 26.3 

 

Except for ChatGPT, with a valuation of 𝑥, the other four bidders bid according to theoretically optimal strategies as 

follows.6 

𝛽FPA(𝑥) = 0.8𝑥,   𝛽SPA(𝑥) = 𝑥. (1) 

 

Given the five bids, the bidder with the highest bid wins the auction and obtains a payoff of private value 𝑥 minus 

the amount paid. The losers earn nothing. 

 

The author creates a "prompt" and conducts an interactive experiment using ChatGPT as the subject. The author 

informs ChatGPT of each round's private value and asks for its bid. Then, the author notifies ChatGPT of the bid 

 
4 For example, consumer product reviews are only sometimes based on consumers' true preferences. Brand et al. (2023) point 

out that this is an issue in using generative AI for consumer research.  
5 We can interpret this as different items being offered in each round of the auction. We would obtain more robust  results if there 

were consistent trends in bids for different valuations.  
6 The optimal strategy in FPA refers to a symmetric Bayesian equilibrium strategy.  
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outcome, the reward earned, and the bids of the other four bidders. This research experimen ted over two days, with 

four sessions in total. On the first day, the auction order was FPA and SPA, and on the second day, it was SPA and 

FPA. 

3. Experimental Results 

3.1. Auctions without Persona 

Figure 1 shows the results of bids in FPA and SPA. The values are standardized to [0,1]. The equations in the figure 

are linear approximations of the bidding functions. 

 

 

 
Fig.1. ChatGPT’s bids 

 

Finding 1: In both FPA and SPA, ChatGPT bids slightly below its private value, leading to an overbid in FPA and a 

slight underbid in SPA.7 

 

Finding 2: ChatGPT's bids remain consistent within each session, and auction results do not influence subsequent 

rounds' answers. 

 

In the previous experiments, both FPA and SPA showed a trend of overbidding (Cox et al., 1982; Cox e t al., 1988; 

Güth et al., 2003; Kagel & Levin, 1993). In finding 1, the FPA results are consistent with previous studies. 8 Finding 

2 suggests ChatGPT might not learn from auction outcomes.9 

 

In the FPA, ChatGPT often provides a "reason for choosing that bid" response along with the bid.10 An interesting 

example is: “One commonly used strategy in auctions is to bid an amount close to your own valuation.” However, 

this strategy is neither theoretically optimal nor demonstrated by human subject s in laboratory experiments. 

 

In auction theory, an auction outcome is efficient if and only if the bidder with the highest valuation wins the auction.  

Table 2 shows the efficiency and the rewards obtained by ChatGPT in the FPA and the SPA. In Table 2, Efficiency is 

calculated as the ratio of (a) the results that the bidder with the highest valuation wins to (b) the total results: 

Efficiency=(a)/(b). Result shows (c) the average of payoffs ChatGPT earns in 20 rounds, and Theory shows (d) the 

average of payoffs ChatGPT would earn if it followed the theoretically optimal bidding strategy given by Formula 

(1). Result/Theory is calculated as the ratio of (c) to (d): Result/Theory=(c)/(d). The efficiency of FPA and SPA are 

90% and 100%, respectively. The reason for the loss of efficiency in the FPA is that ChatGPT won in rounds that 

ChatGPT could not have won. Focusing on the rewards, however, it can be seen that in the FPA, ChatGPT earned 

only 7-13% of the theoretical prediction. This is because the degree of overbidding is so great that the rewards from 

winning an auction are tiny. The rewards earned by ChatGPT in the SPA are consistent with theoretical predictions. 

In addition, the auction results were utterly efficient. The high efficiency achieved is because C hatGPT's responses 

are almost equal to the private values, automatically realizing a payoff in theory.  

 
7 This result suggests that ChatGPT may not distinguish between FPA and SPA auction rules.  
8 Bidders with more experience in real-world auctions tend to underbid (Garratt et al., 2012).  
9 Some research shows that human subjects learn little about optimal bidding strategies even as rounds proceed (Güth et al., 

2003; Cooper & Fang, 2008). 
10 ChatGPT mentioned almost nothing about "why it chose that bid" in the SPA.  
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Table 2. Payoff and efficiency in FPA and SPA 

 Payoff (Reward) Efficiency % 

 Result Theory Result/Theory % 

FPA 3.9 40.16 9.7 90.0 

SPA 23.0 46.0 100.0 100.0 

FPA+SPA 26.9 86.16 31.2 95.0 

 

3.2. Auctions with Persona 

In subsection 3.1, ChatGPT consistently underbids in SPA, while its bids in the FPA and SPA are almost identical. 

These results are inconsistent with the findings that human subjects tend to overbid in SPA and that bids in FPA are 

lower than bids in SPA (Cox et al., 19822; Cox et al., 1988; Güth et al., 2003; Kagel & Levin, 1993). ChatGPT's 

answers differed from human subjects, possibly due to lacking guidelines on "human-like behavior." To explore this, 

the author next gives ChatGPT a "persona" and asks for responses. 

 

Persona is “a precise descriptive model of users, what he wishes to accomplish, and why” (Cooper & Reimann, 

2003, p. 55). There have already been attempts to create personas using generative AI, and Butler (2023) proposed a 

specific method for creating personas using ChatGPT. Emily Thompson,11 created by ChatGPT, is an economics 

student with a GPA of 3.8 to 4.0 and "approaches problem-solving with a logical and methodical mindset." ChatGPT 

answered the bid as Emily. The experimental procedure is the same as in Section 2. Figure 2 shows the results of the 

bids in FPA and SPA. 

 

Finding 3: When ChatGPT assumes the persona of Emily, bids in FPA align closely with theoretical predictions, 

while SPA bids tend to underbid. Average SPA bids are slightly higher than FPA bids, deviating from previous 

experimental results. 

 

Finding 4: With Emily's persona, ChatGPT's bids show inconsistency throughout the session. In the FPA, bids 

approach the theoretical predictions in later rounds.  

 

 

Fig.2. Emily’s bids 

 

In Figure 3, the vertical axis represents the ratio of Emily's bid to the theoretically predicted bid (above 1 indicates 

overbidding), and the horizontal axis represents the round number. The figure reveals bid inconsistency in both FPA 

and SPA, but late-round bids in FPA seem to approach the theoretical predictions (ratio near 1). This suggests that, 

with Emily's persona, ChatGPT may have learned from previous rounds and integrated that knowledge into its 

bidding strategy, unlike when it was not given a persona. 

 
11 See Appendix for the description of Emily. 
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Fig.3. The Ratio of Emily’s bid to the theoretically predicted bid  

Table 3 shows the results of the efficiency and the rewards Emily earned in the FPA and the SPA. The bid in the FPA 

was almost optimal, and the auction outcomes were thoroughly efficient. Although the slight overbid lowered the 

payoff, ChatGPT earned as high as 88.7% of the theoretical prediction. On the other hand, an underbid in the SPA 

was inefficient, resulting in a slight loss in both rewards and efficiency.  

 

Table 3. Payoff and efficiency in FPA and SPA 

 Payoff (Reward) Efficiency % 

 Result Theory Result/Theory % 

FPA 17.4 20.08 86.7 100.0 

SPA 20.8 23.0 90.4 95.0 

FPA+SPA 38.2 43.08 88.7 97.5 

 

 

 

4. Concluding Discussion 

Unlike the previous research, this research's findings cast doubt on the usefulness of using LLM-based AI subjects. 

One possible explanation for these differences is that previous studies (Aher et al., 2023; Holton, 2023) involved 

ChatGPT making judgments about the tradeoff between fairness and efficiency, while in my auction experiments, the 

chatbot made bid decisions based on “logical thinking” in decision making. Interestingly, AI, often regarded as 

proficient in computation, yields similar results to human subjects in experiments challenging the concept of values 

but differs significantly in answering "optimal bids" compared to humans. Moreover, even if a model such as the LLM 

reproduces human behavior in an experiment that has already been studied, it is not sure that it will behave the same 

way as humans in future experiments that have yet to be conducted.  

 

Whatever the reason, the difference between this study and Holton (2023) suggests that some experiments are better 

suited to employing LLM-based AIs as subjects in experiments than others. It is necessary to conduct chatbot 

experiments in many frameworks in the future to verify what kind of experiments are suitable for AI. Also, using a 

different persona than “Emily” would likely change the ChatGPT responses. Thus, it would be interest ing to explore 

personas that achieve results similar to those of existing experiments.  

 

The logic and thinking principle that ChatGPT uses to derive bids from given valuations is currently a black box, and 

it would be an exciting study to elucidate it. However, this issue is beyond the scope of this paper and awaits future 

research. 

 

In the field of auction theory, many experimental studies observed that actual bidding differed from theoretical 

predictions. Many theories have subsequently emerged to explain these observations, for example, risk aversion (Cox 

et al., 1988) and regret (Engelbrecht-Wiggans & Katok, 2008) were proposed to explain overbidding. If multiple 

studies confirm this study's findings in the future, it is expected that theoretical studies on the issue of "how ChatGPT's 
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bids are determined" may follow. In this sense, this study provides a first step in discussing the actual use of AI 

subjects. 
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Appendix. Detailed Description of Emily Thompson. 

Name: Emily Thompson 

Personality Traits: 

Analytical: Emily has a natural inclination towards analyzing complex economic concepts and enjoys critically 

evaluating data and trends. She possesses a keen eye for detail and approaches problem-solving with a logical and 

methodical mindset. 

Ambitious: Emily is highly motivated and sets high standards for herself. She strives for excellence in her academic 

pursuits and is determined to succeed in her chosen field. She actively seeks out opportunities for growth and is not 

afraid to take on challenging projects. 

Curious: Emily possesses a strong intellectual curiosity and an insatiable desire to understand how the economy 

functions. She eagerly explores various economic theories and is always on the lookout for new research and emerging 

trends in the field. She constantly seeks to expand her knowledge beyond the classroom.  

Collaborative: Emily recognizes the value of teamwork and believes in the power of collaboration. She enjoys 

engaging in discussions with her peers, sharing ideas, and working together to solve problems. Emily actively 

contributes to group projects and encourages open communication and brainstorming.  

Detail-oriented: Emily pays close attention to details, ensuring accuracy and precision in her work. She thoroughly 

reviews her assignments and meticulously checks her calculations to avoid errors. She believes that small details can 

make a significant impact on the overall outcome. 

Communication Style: 

Emily's communication style is articulate and well-reasoned. She is confident in expressing her thoughts and ideas, 

both verbally and in writing. She is skilled at breaking down complex economic concepts into more understandable 

terms, making her an effective communicator in both academic and social settings. Emily actively listens to others 

and respects diverse viewpoints, fostering constructive and open discussions.  

GPA: Emily maintains a consistently high GPA, typically ranging between 3.8 and 4.0. Her dedication to he r studies 

and her disciplined approach to learning contribute to her academic success. She consistently demonstrates a strong 

work ethic and is known for her outstanding performance in economics-related courses. Emily takes pride in her GPA 

and strives to maintain her excellent academic standing. 
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