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Abstract 

In Japan, the shortage of human resources due to the declining birthrate and aging population is becoming a 

social problem. Particularly in the security industry, the irregular working hours and associated risks are 

making it increasingly challenging to secure workers. This has led to a rise in use of security systems that 

utilize security cameras and drones. However, in factories and other buildings with a lot of equipment and 

intricate structures, there is the problem of blind spots caused by occlusion. This situation necessitates the 

use of automated drone patrols, and a problem arises when self-position estimation fails in areas where 

acquiring feature points is difficult, such as corridors. To solve these problems, in a previous study, we 

devised a technique for position estimation using a method that can calculate similarity based on changes in 

the distribution of color information across the entire image. In this study, we propose a method  that can cope 

with environmental changes caused by object movement while combining feature point-based methods. 
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1. Introduction 

In Japan, the shortage of human resources has become a social problem due to the declining birthrate and aging 

population. This has had a serious effect on the security industry because of the irregular hours of work, the danger 

involved in responding to suspicious persons, and the large number of personnel required to patrol large facilities  

(Ministry of Health, Labour and Welfare, 2024). These factors necessitate the development of security systems that 

utilize security cameras and drones as a solution to the shortage of human resources. However, security systems that 

utilize security cameras face several challenges. For example, when monitoring areas with many pieces of equipment 

and intricate locations, such as factories, there are concerns that the number of cameras installed will increase and 

blind spots will occur due to the effects of occlusion. Therefore, it is expected that drones and robots that can move 

autonomously can mount and move cameras to patrol and monitor these areas, thereby reducing the number of 

personnel required for security. 

 

For example, Skydio 2+ is a drone that can fly autonomously using camera images. It uses Visual SLAM to estimate 

its own position with high accuracy even in non-GNSS space, based on the images from multiple cameras installed 

on the drone. This system enables safe navigation in narrow, complex structures with steel or concrete frames unde r 

bridges and in wide-area shooting. As methods for estimating self-position using camera images in fields other than 

drones, “A method for estimating self-position by feature point matching” (Okamoto et al., 2012; Yamazaki et al., 
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2019) and “A method for feature point matching on a 3D map generated from RGBD camera shots”  (Matsumoto et 

al., 2024; Yang et al., 2020) have been proposed. The former calculates features from a set of previously captured 

images and compares them with features obtained from the captured images to estimate the location of the captured 

images. In “A method for feature point matching on a 3D map generated from RGBD camera shots,” a 3D map is 

created using an RGBD camera to obtain the positional relationships of characteristic structures and objects in a 

building. Then, based on the created 3D map, the positions where the features match the input image are searched for 

using deep learning and other methods. 

 

All existing methods estimate self-location under the assumption of many common features in the video, regardless 

of the time of year. Therefore, when targeting narrow indoor areas with many plain walls, such as  those patrolled by 

security drones, there is “the problem of failing to estimate self-position due to the small number of features” and “the 

problem of failing to estimate self-position when the feature object itself is moving” in places, such as factories. For 

example, in the case of Skydio 2+, when flying over a complex structure or a wide area, one of the cameras will 

always reflect a feature object or landmark location, enabling highly accurate self -position estimation. However, in 

the case of an indoor hallway between plain walls, the distance from the camera to the plain walls on both sides of the 

subject is short, and it may be difficult for each camera to always have sufficient features for self-position estimation 

during flight. Conversely, in “A method for estimating self-position by feature point matching” and “A method for 

feature point matching on a 3D map generated from RGBD camera shots,” position estimation is based on previously 

obtained features. Therefore, when applied to locations such as factories, where objects such as tools and instruments 

are easily moved, the number of commonly obtained features decreases, and a completely different position may be 

misestimated as the self-position. 

 

In our previous study (Yamashita et al., 2024), we proposed a method using not only a feature point-based approach 

but also dHash (Figure 1), an algorithm that searches for overlapping images based on changes in the distribution of 

color information across the entire image. The dHash method calculates a hash value based on the distribution of color 

changes in the entire image using the luminance gradient of each segmented image area in relation to adjacent areas.  

Using this algorithm, hash values similar to those in daylight can be calculated based on small differences in luminance 

even in environments with insufficient light. Therefore, it is highly possible to generate hash values that approximate 

the nearest pre-captured image even at nighttime, if the features within the shooting range are visible. This method 

can be used to capture color changes common to images with location information that have been previously captured 

and images used for self-location estimation, even with few obtained features. In addition, because dHash utilizes 

information from the entire image, it effectively suppresses the effects of changes in local features caused by object 

movement better than feature point-based methods. For example, in the case of a hallway, opening and closing doors 

may cause environmental changes. Therefore, the method can address existing methods problems, such as those of 

“failing to estimate self-position due to the small number of features” and of “failing to estimate self-position when 

the feature object itself is moving.” However, demonstration experiments showed that the estimation results are prone 

to errors on straight sections. However, while the drone used for automatic patrol does not need to change the direction 

of travel in the straight sections, it needs to change the direction of travel significantly in the straight sections near th e 

curve points. Therefore, the number of images taken in advance must be denser when the drone is close to a curve, 

and more accurate position estimation is required than in existing studies.  In the existing method, no feature change 

occurs between the images taken before and after the straight section except for the distance from the wall at the end 

of the curve point, and it is said that there is little difference in the similarity in the straig ht section near the curve 

point (Figure 2). 

 

In this study, we propose a method that selects multiple candidate images similar to the input image using scale-

invariant feature transform (SIFT) features and then estimates similar images using dHash among them. This method 

is expected to improve the estimation results for straight sections by considering the distribution of local features 

influenced by columns, windows, and other factors. 

 

Figure 1. Processing steps of dHash 
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Figure 2. Examples of straight sections that are prone to estimation failures 

2. Methods 

2.1 Overview of Methodology 

Based on the issues discussed in Section 1, we propose a self-positioning estimation technique that considers the 

similarity of images taken in straight sections, such as corridors, indoors, and in factories, where security drones target 

many plain wall surfaces. Figure 3 shows the process flow of the proposed method, which consists of the “Candidate 

Image Selection Function,” “Similar Image Retrieval Function,” and “Location Estimation Function.” The input data 

of the proposed method consists of “camera images for location estimation,” “images and location information on the 

patrol route taken in advance,” and “a map of the patrol route composed of point cloud data.” The output data is the 

“coordinates of the estimated location,” which can be displayed on a map. In this case, the images on the travel route 

in the input data are stored with the coordinate values on the map of the travel route corresponding to the s hooting 

position of each image in advance (Figure 4). In this method, images on the patrol route are collected at regular 

intervals in straight sections, while images are collected at denser intervals in curve sections. This is because the 

estimated position acquired by this method is used to provide movement instructions to the drone, so it is necessary 

to collect images at high density in the curve section. 

 

 

Figure 3. Flow of the proposed method 

 

Figure 4. Image diagram of input data 
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2.2 Candidate Image Selection Function 

In the “Candidate Image Selection Function,” the distance to the feature point obtained by SIFT is used as the basis 

for calculating the similarity between each image and the target images to be searched for. First, local features are 

calculated using SIFT for images on the traversing path and images used for self-position estimation. However, if 

local features of the images on the traversing path have already been calculated, they are calculated only for the image 

used for self-position estimation. The Hamming distance to the corresponding feature is then calculated using Brute-

Force Matcher, and the average of all Hamming distances calculated for each image is obtained.  This selects a group 

of images with a certain number of matching features.  

2.3 Similar Image Retrieval Function 

The “Similar Image Retrieval Function” uses dHash to estimate and output images with a threshold level of similarity 

or higher with respect to the images selected in the “Candidate Image Selection Function.” First, a hash value is 

obtained from each image using dHash. Specifically, the grayscale image is divided into regions of a certain size, and 

the difference in luminance between adjacent regions is calculated. Then, based on the calculated results, the lightness 

and darkness of the left and right areas are expressed as a string of 01 and output as a hash value. Next, the hash values 

of the images on the traversing path are compared with the hash values from the images used for self -position 

estimation, and the Hamming distance is calculated from the XOR operation results. The calculated Hamming distance 

is normalized in the range of 0–1, and the value is used as the similarity. Furthermore, images on the traversing path 

with similarity above a threshold value are output as similar images. 

2.4 Location Estimation Function 

The “Location Estimation Function” estimates the most appropriate location on the map of the traversing route from 

the images with high similarity estimated by the “Similar Image Retrieval Function .” First, the system obtains the 

coordinates associated with the images on the traversing path that have a similarity greater than a threshold.  Then, 

using the acquired coordinate values and the estimation result of the previous shooting position, the system outputs 

the coordinate values associated with the image with the highest similarity within the range where the drone can move 

from the previous position to the current shooting position(Figure 5). However, in the absence of a previous estimated 

position, the system outputs the position of the image with the highest similarity as the current shooting position.  

 

Figure 5. Diagram of each function 
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3. Results 

3.1 Verification Experiments 

We applied the proposed method to an indoor corridor at night, assuming two types of situations: one in which the 

situation is the same as when the image was taken beforehand, and another where the situation has changed. Then, we 

verified the applicability of the proposed method to self-position estimation for automatic patrols by security drones. 

The experiment location was an L-shaped corridor on a university campus, which has many plain walls and straight 

sections that are difficult to estimate using the proposed method and previous research methods. For the input data, a 

3D map consisting of point cloud data was constructed using a unit that can measure point cloud data by SLAM, as 

used in previous work (Kajitani et al., 2024). The measurement unit recorded images of the patrol route in advance 

and linked the coordinate values to the map (Figure 6).  

 

In the present experiment, to compare with the previous study and to verify the effects of changes in local features, 

we also verified the case in which the objects that are features, such as door opening and closing and installation 

locations, which are likely to be features in self-position estimation, are varied in each case of the previous study 

(Yamashita et al., 2024) and the proposed method. In addition, each input image must match the shooting conditions 

of a small drone that can fly indoors. To simulate flight, we raised a hand-held web camera capable of capturing RGB 

images to the same height as the small drone's flight altitude. During the evaluation, we compared the self-positions 

estimated by each method with the actual shooting positions. We then compared the percentage of correctly estimated 

positions to the shooting positions at all locations, thereby confirming the usefulness of the proposed method. 

Furthermore, we verified the applicability of the proposed method from the viewpoint of applying it to automatic 

patrols by security drones. 

3.2 Experiments Results 

Figure 7(a) shows the visualization results of position estimation using only dHash without changing local features ; 

Figure 7(b) shows the visualization results of position estimation using the proposed method ; and Figure 7(c) shows 

the visualization results of position estimation using the proposed method with changing local features. Table 1 shows 

the percentage of correct responses, the average position error, and the maximum error for similar images in each 

result. Notably, the location estimation process, which solely relied on dHash and required input images with local 

feature changes, experienced significant failure. Consequently, we didn't verify the visualization results or compute 

the error amount. 

 

Figure 6. Map visualization of patrol routes 
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Figure 7. Location Estimation Visualization Results  

 

Table 1. Percentage of correct answers in each result 

 

4. Discussion 

As shown by visualization results of position estimation in Figure 7(b) and (c), the position of the drone on its patrol 

path is generally estimated from the webcam image, even when SIFT is combined with SIFT.  The comparison of the 

percentage of correct responses in Table 1 confirms that the combination of SIFT produces more accurate location 

estimation results in both cases, with and without changes in local features.  This suggests that the method improves 

two issues in the existing approach. Comparing the respective results with no change in local features, the maximum 

values of the percentage of correct answers and position errors confirm the improvement in the accuracy of position 

estimation. Specifically, the calculation of more than 90% of the correct answers validates the feasibility of location 

estimation across all sections. Therefore, we confirm that combining a method such as dHash, which generously 

captures overall features, and SIFT, which is a feature point-based method, is useful even with few features, such as 

in a corridor or in a straight section, which has been an issue in previous studies.  

 

The combined dHash and SIFT method was generally successful in estimating the input images when local features 

were changing. However, when the results were compared with and without local features, the percentage of correct 

responses decreased and the location error worsened. In fact, when we checked the location where the maximum error 

occurred in Figure 7(c), we found several locations where local features changed (Figure 8). Thus, it is unlikely that 

feature point-based methods alone can further improve estimation accuracy in locations with many changes in local 

features. It is expected to achieve higher accuracy by comparing the results of similarity calculations between the 

feature point-based method and dHash and using the more reliable estimation result as a reference for location 

estimation. However, this experiment assumed that the actual patrolling guards might be in a dark place with no 

Local feature Method 
Number of 

input images 

Number of 

correct images 

Correct 

responses 

Average 

position error 
Maximum error 

No change 

dHash 216 153 70.8% 2.54m 6.56m 

dHash+SIFT 

(Our Method) 
216 209 96.3% 2.14m 2.81m 

Change 

dHash 129 36 27.9% error error 

dHash+SIFT 

(Our Method) 
129 106 82.8% 3.37m 6.69m 
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lighting, despite taking the input images with the lighting on. Therefore, we need to enhance the method’s sensitivity 

to light intensity changes using gamma correction or deep learning to produce images that mimic a quasi-bright 

environment. 

 

Figure 8. Locations of maximum error in Figure 7(c) results 

5. Conclusions 

In this paper, we propose a method for estimating self-location by combining SIFT and dHash to search similar images 

for indoor areas with few features. Empirical experiments confirm that the overall accuracy can be improved, even 

for straight sections that previous studies found difficult to estimate. In the future, we aim to make this method robust 

to changes in light intensity and develop a self-position estimation technique that can be applied even at night.  
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